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. 1. probably not worthwhile
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An instruction for 4 rounds of
SHA-256 is in a few Intel CPUs.
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Not the usual code-size question.
Change the language!



